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Abstract. The identification of sensitive information, whether personal or institu-
tional, is a fundamental stepwhendealingwith the problemof information leakage.
This problem is one of the most pressing to which companies and research centers
dedicate a considerable amount of material and intellectual resources, as a particu-
lar case, to the development of methods or the application of some already known
ones to the identification of sensitive information. This increased the proposals
with promising results, but without yet offering a totally satisfactory solution to
the problem. Under these conditions, it is considered necessary to make a critical
analysis of the existing methods and techniques and their future projections. In
this paper, a review of the proposals for the determination of sensitivity in textual
documents is presented and a taxonomy is introduced to better understand the
approaches with which this problem has been approached in the context of infor-
mation leakage. Starting from the critical analysis and the practical needs raised
by experts in the areas of possible application, lines of research on this subject
are outlined that include the development of methods for the automation of the
classification of sensitive textual documents. Possible extensions that these stud-
ies may have in similar application areas are proposed based on other information
carriers, such as the cases of images, recordings and other forms of information
object, each of which entails levels of complexity that merit studies analogous to
the one carried out in this work.
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1 Introduction

One of the most valuable resources for any organization is undoubtedly the information
contained in its information objects, a concept presented in [1], which correspond to
data, documents, images, videos, audio, etc. These information objects, due to the very
nature in which they are presented, processed, sent or stored, must be treated in different
ways.

Obviously, each information object will possess, either intrinsically or because of the
context where it is generated, or in combination of both, a different valuation. It is from
this assessment that pertinent actions must be taken for its protection, both to preserve it
and prevent its loss, and to prevent its dissemination or access by unauthorized instances.

Textual information objects or documents that can be considered sensitive are of
particular interest, but what should be understood by a sensitive document? A document
will be sensitive if it contains sensitive information and sensitive information “is that
which cannot be made public” [2], or “the sensitivity of the information can be evaluated
based on the impact that may result from its leakage” [3]. In the previous definitions
it is assumed that once the sensitivity is determined it will not be modified, however,
it is common for it to occur. Therefore, for the authors of this work, the sensitivity of
a document is an assessment of its importance, privacy and confidentiality at a given
moment.

Based on the above, given the sensitivity of some information objects, they should
be restricted to use, however, due to practical needs, they are used in daily activities,
automated or not, making them vulnerable to their theft or inappropriate use.

On the other hand, in the processes of generation, handling or storage of sensitive
information objects, there is no certainty that all the organization’s personnel follow the
security policies and/or that, when using assurance applications, Users comply with the
instructions to prevent and avoid unauthorized access. In the case of information leakage,
many incidents have been reported in the specialized and dissemination literature. From,
for example, the filtering of emails presented in [3], social engineering attacks [4], to the
dissemination in the international press and on the internet site of information classified
as secret from governments and organizations, negatively impacting them on a social
level, economic and political.

According to what is expressed in [5–7], the leakage of information can be the result
of deliberate actions or spontaneous errors, which can be increased by its internal or
external transmission via email, instant messages, web page forms, among other means
and even more, the risk increases when sensitive information objects are shared by
customers, business partners, external employees, cloud storage, etc.

In [8] the authors define data leakage as the accidental or inadvertent distribution
of sensitive data to an unauthorized entity. Sensitive data for an organization includes
intellectual property, financial information, patient information, personal data, among
others.

Under these conditions, with the intention of solving this problem, methods have
been proposed to ensure data privacy [9], developed systems such as those aimed at
Data Leakage Prevention (DLP), detection of data leakage [10], among others, which
are designed to detect, monitor and protect confidential data and detect its misuse based
on predefined rules. DLP systems are added to traditional security measures such as
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Intrusion Detection Systems IDS, which work adequately for well-defined, structured
and constant data, as expressed in [5].

Motivated by the relevance, timeliness and complexity of the problem of determining
the sensitivity of information objects to face the problem of information leakage, this
work presents a critical analysis of the methods for determining the sensitivity of a type
of information objects: documents, and we introduce a taxonomy that will help to better
understand the approaches with which this problem has been approached and to envision
possible lines of work on the subject.

2 Systems for Data Leakage Prevention (DLP)

It is in DLP systems, where most work has been done on the problem of determining
data sensitivity and the development of tools that detect and protect sensitive information
continues, automatic methods capable of detecting sensitive data and determine the
relevant mechanisms to protect them based on their sensitivity are required. Currently,
the leakage of sensitive information objects is considered an emerging problem of threat
to the security of organizations given that the number of incidents continues to grow.

DLP systems belong to the set of security technologies designed with the purpose of
automatically preventing the leakage or loss of sensitive data in any of its three states:
in use, in transit or at rest, in the event of problems related to threats [5].

The basic architecture of DLP systems is made up of three modules (see Fig. 1).
The first detects whether a document is being sent, created or accessed (for printing,
copying, editing, sending over the network, etc.) regardless of its content. The second
module analyzes the document detected in the filter, reviews it and sends it to the third
module for an assessment in accordance with the established policy. This last module
responds by allowing or blocking, if necessary, actions on the information to be protected,
issuing the corresponding alert.

Analysis 

Detection
(Filter) Response 

Content and Context Evaluation 

Events and Data 

Fig. 1. Basic DLP architecture

The most important characteristics of each module are defined by the policy of the
entity that applies the DLP solution to protect its information. For example, the filtering
of documents will consider the Threat Model (representation of everything that affects
the security of a system) and the Attack Vectors (possible entry gates that can be used
for attack) identified entry, information that is domain dependent. The analysis of the
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detected documents is carried out at the content or context levels, both aspects are closely
related to the owner of the information and the files. Finally, the responses that the system

Table 1. Taxonomy of methods used to determine the sensitivity of documents.

Information object fingerprinting: They are used especially in unstructured data to detect par-
tial or exact coincidence. It is the most common technique used to detect information leakage, 
DLP with hashing functions such as MD5 and SHA1 can achieve up to 100% accuracy if the 
files are not altered [19]. Proposals have been made to overcome human or application over-
sights and maintain detection of sensitive data in transit, using a fuzzy marking algorithm 
discussed in [20]. 

N-grams: They are widely used in natural language processing, in machine learning and in 
information retrieval by weight of terms. It mainly depends on the frequency analysis of terms 
and n-grams in the documents. The first to use it on DLP were Hart and Johnson to classify 
business documents into sensitive and non-sensitive; They use Support Vector Machines 
(SVM) to classify three types of data: private business, public and non-business [15,19, 21]. 

Weighing of terms: The weighing of terms is a statistical method that indicates the importance 
of a term in a document, used in text classification and models of vector spaces where docu-
ments are treated as vectors and functions are used to determine the frequencies of the terms 
[22,23]. 
Machine learning: They use a characteristic space model, where a text sample is transformed 
into a representation by means of a vector. They use a parameterized function on the training 
set to make the classification decision. The training sample is divided into groups (clusters) 
and a classification model based on each of these groups is constructed based on the para-
graphs of the document [3, 24]. 

Methods and Description 

Contextual Approach 
Use of metadata associated with sensitive data, e.g., in data submission, source, destination, 
time, size, format, frequency, topic registration. The metadata can be used in processes or in 
transaction patterns and is based on defined policies. 
Examples of proposed algorithms to obtain characteristics that detect misdirected emails can 
be found in [12, 13] or algorithms based on file sharing between peers [15]. 

Content Approach 
Regular expressions: Set of terms or characters used to form detection patterns, typically used 
for partial or exact detection in social security numbers, credit cards, personal and corporate 
records. Specific dictionary-based techniques can speed up and improve detection signifi-
cantly [14,15]. 
Classifiers: They depend considerably on an adequate classification of the data. Typically, the 
owner of the data is responsible for determining the sensitivity of the data and whether it 
should be protected. Most solutions are based on tag and dirty word list. It is also assumed 
that to allow access to sensitive data or move it between different domains, all data must be 
well labeled with its corresponding classification [16-18, 25]. 
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must issue will be nuanced by the level of security that you want to obtain with the DLP
application, which is expressed in the security policy defined for the system.

From the technical point of view, the complexities associated with the Detection and
Response modules have been identified [11] and are closely linked to the technological
support of the computer system on which the DLP is implemented. It is in the Analysis
module where the theoretical problems related to determining the sensitivity of the
information to be protected are located.

From the analysis of the DLP systems studied and published methods, the methods
can be grouped for study according to the approach assumed by DLP. In Table 1, we
present a taxonomy of the methods under these considerations. These methods, for the
most part, have been developed with the aim of evaluating the sensitivity level of the
information, regardless of when the event that links the document to a security threat
occurs. They are oriented to process all the content, assuming that the classification will
be Boolean: Yes or No.

3 Analysis of Methods for Determining the Sensitivity
of Documents: Advantages and Limitations

Regarding the main context and content methods mentioned, an analysis is presented
below with the intention of identifying the advantages and limitations of each of them.
In the following section, on this basis, the problems that we consider are pending to be
addressed are described.

3.1 Context Analysis

In the development of analysis methods based on the context [12, 15], features such
as: file name, file owner and assigned permissions, network protocols, encrypted file
formats, user role are used, web services used, web addresses, information associated
with the USB type devices used (example: manufacturer, model number) or the desktop
application used to edit, read or send the information. With this knowledge, the work of
discovering possible channels of information leakage can be guided by applying anomaly
detection.

Generally, in this anomaly-based approach, data on the behavior of legitimate users
are collected, and then statistical tests are applied to compare it to observed behavior.
Based on this comparison, it is determined whether it is legitimate or not. The main
element of this approach is the generation of rules that can reduce the proportion of false
alarms, both in the detection of new attacks and of already known attacks.

Among the advantages of the approach is the use of features in the description of
the information object to determine its sensitivity. But what we consider its greatest
disadvantage is that the sensitivity of the document is not determined, it focuses on
characterizing the users.

3.2 Content Analysis

Sensitivity based on content is linked to the meaning that the data may have. Each
piece of data can contain a large amount of information, however, it can be increased or
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decreased if it is related to other data. The authors of this work consider that the content
of an information object must be closely related to the environment in which said object
originates, for example, in a banking institution, a string formed by combinations of 8
characters, is not sensitive, but related to the strings “key” or “access” would change to
sensitive data. The following sections present methods used to address this challenge.

Regular Expressions
This method is based on the Theory of Computation where regular expressions are used
to represent regular languages, in general terms, the alphabet is identified to form strings,
which are used to create detection patterns. These patterns are called regular expressions
(RE) and are used by search engines in word processing to validate, generate, extract
or replace data. They are typically used for partial or exact detection of social security
numbers, credit cards, personal and corporate records. With dictionaries on specific
fields, they can speed up and improve the detection of sensitive data significantly.

In [14], RE are used to detect the appearance of critical patterns in the payloads of net-
workpackets, forwhichREcomparisonsmust bemade in real time, and evenwhenDeter-
ministic Finite Automaton (DFA) perform the operation in a linear order time, travers-
ing at most 2N states of the automaton when processing a string of length N, memory
requirements can make their use prohibitive despite the improvements presented.

However, applied it in context-based intrusion detection systems have obtained
satisfactory results.

In addition to the disadvantage that they comment in [14, 24], on the complexity in
space, from our point of view other important limitations are: the complexity of express-
ing the requirements by means of an RE, they can only be used for regular languages,
the application to strings of the language and the difficulty to represent context.

Classifiers
This section reviews some proposals for the evaluation of the sensitivity of information
objects, seen as a problem of supervised classification. In [15, 18] the authors emphasize
the application of a particular tool and approach, the methods of statistical processing of
natural language and the use ofmachine learning and classification algorithms as decision
trees, k -Nearest neighbors, Naive Bayes, Support Vector Machine, text classification
algorithms, neural networks, n-grams, among others [25–32].

In general terms, among the limitations observed are: they only consider two classes
of documents with a high and low level of confidentiality, or what would be two levels
of sensitivity for us; they close the possibility of other kinds of documents; they require
classification lists configured manually by the user, which implies that mistakes can be
made. On the other hand, most only allow traits of numerical types, they use vectors
(vector spaces) for the representation of objects, which excludes qualitative traits and
the impossibility of incorporating criteria for the comparison of objects in terms of
qualitative traits.

Statistical Analysis
In [19] they present an analysis of information object fingerprint methods and identify
two main limitations. The first, that the detection of the leak can be avoided by rewriting
the sensitive content and the second, because generally all the content of the document
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is processed, including non-sensitive parts, false alarms are produced. To remedy the
above, they propose an extension of the n-gram matching method called k-jump in
ordered-n-grams. As a description of the main idea of the method, it starts with the
n-grams method, in which n strings (or portions) of a long sequence of text strings are
taken, each selection of n-strings is used to calculate its hash function. In the jump-k
method in n-grams it is allowed to skip or ignore up to k-elements of the n-grams. This
possibility, when considering relationships between strings that are not adjacent, say
the authors, which allows adding contextual information that is not achieved with the
n-gram method.

Statistical methods usually consider the most frequently appeared content, while the
sensitive content may be ignored if only occupy a small part in the training set.

Finally, in the k-jump proposal in n-ordered-grams, the advantage is offered that you
can jump k in the n-chains, but now they are arranged in alphabetical form.

One aspect that we question is the use of a k value which there is no justification for
its use, on the other hand, it does not work with incomplete information and assumptions
are made on the training matrices.

From our point of view, considering only two classes, sensitive or non-sensitive,
limits its application to problems in which different levels of sensitivity are required and
even use degrees of sensitivity.

By eliminating articles, prepositions, common phrases, important information about
the context in which the information object is generated is eliminated. But the most sig-
nificant of the disadvantages is that in the representation of the documents the semantics
of the terms are being overlooked, which we consider to be a deficiency.

4 Problems to Be Solved

In principle, the problem of determining the sensitivity of documents can be posed as
a supervised classification problem, where the description of the information objects is
given in terms of features that involve both the context and the content.

Allow quantitative, qualitative features or a mixture of both in the description of
objects and use comparison criteria between objects on this basis.

The order in which the word combinations are presented must be considered in
determining the sensitivity of documents.

On the other hand, although the determination of the sensitivity of a document has
been planted in terms of classes, for example, secret, confidential and unclassified, a
flexible way to deal with this problem is by assigning a degree of sensitivity in various
levels (documents, paragraphs, sentences, words).

The need to use dynamic trainingmatrices has been detected, that is, they can increase
or decrease the number of elements in each class and even that the classes are not balanced
and that comparison criteria are considered in which subdescriptions of objects can be
compared.

It is important that in the method the procedure for the content analysis of the infor-
mation object can be made independent of the application context and that it considers
that the sensitivity of an information object is temporary, whichmeans that the sensitivity
of an object today, it may change at another moment or even cease to be.
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With all these considerations, the methods for determining the sensitivity of infor-
mation objects must be totally flexible and easily incorporated into the classification of
documents.

5 Conclusions

In this study, which may not be exhaustive in the analysis of the methods and alternative
solutions to the problemof determining the sensitivity of information objects, specifically
documents, it has been shown that these solutions partially solve the problem and that
there is still a long way to go to offer a tool for the automatic determination of the
degree of sensitivity of any information object, particularly documents with unstructured
information.

The search must continue from different approaches, the application or development
of methods that consider all the factors present in the problem in an integral way, and
that undoubtedly increase the complexity of the problem.

A problem to be solved is to develop a tool that is independent of the context, in
such a way that said context is generated from a training process in which the context
and content are bear in mind. The training would be carried out with sensitive and
non-sensitive documents determined by the specialist in the application area. Even the
possibility must be allowed that these classes are not disjunct.

The problem of automating the classification of the sensitivity of information objects
is broader and more complex than it appears and a detailed study of each of the possible
information objects, such as images, recordings and other forms of information object,
each of which entails levels of complexity that merit studies analogous to those we have
begun on the automation of the classification of sensitive texts.
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